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Bubble tracking in image sequences
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Abstract

In this paper, we develop a system which can track bubbles in image sequences based on a manually selected initial contour o
The contours of bubbles are assumed to have circular shapes. Radial scans are used to characterize the position of each bubb
specially selected features, contours of bubbles in subsequent images can be automatically tracked. This novel method reveals
robust and produces good results also under difficult illumination conditions or with reflections on the surface of bubbles. Furthermo
on a criterion which evaluates the situation of overlapped bubbles, the system can also deal with the overlapping problem and id
bubbles correctly. After tracking, some parameters such as the bubble departure diameter, bubble flow speed, and bubble volu
estimated which are important to investigate the heat transfer in a boiling system.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction

The aim of our cooperating research group [1,2] is to
plore the heat transfer relationship between given liqu
and heated tubes with different sizes, materials, and
face structures. The eventual goal is to discover the opt
heat transfer in order to save energy. For this purpose, m
experiments are made and the processes are recorded
a high-speed digital video camera. The images are s
digitally with a resolution of 512 by 512 pixels. The sam
pling rate is 1000 frames per second. These experim
are made under different testing conditions such as liq
categories, tube materials, surface structures, pressure
heat fluxes, and temperatures. These factors have an
ence on the quality of the recorded images. See Fig
Fig. 1(a) is a middle-bottom view of a heated tube,
parameters of this experiment are: tube diameter 8 m
ps = 4.24 bar,q = 1500 W·cm−2, emery ground surfac
type, propane. Fig. 1(b) is a bottom view of another tu
their parameters are: tube diameter 25 mm,ps = 4.74 bar,
q = 3000 W·cm−2, sandblasted surface type, 2-propan
There were two to three lamps for the illumination, the d
tance between the tube and the lamps is about 20 cm.
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There are basically two major problems in the bub
identification [3,4]: the geometric problem and the opti
problem. In the geometric problem, there are three s
problems:

(1) The shape of the bubbles is dependent of the amou
the pressure and the heat flux.

(2) Two or more bubbles can merge together to form
larger one. During the merging process, the shape o
bubbles varies and is unpredictable.

(3) The bubble attached to the tube surface can be cov
by another one which is flowing upwards.

In the optical area, there are four sub-problems:

(1) The reflections on the surface of the bubbles show la
variations in different image sequences. They even v
in different positions within the same image sequenc

(2) The reflection can happen not only on the bubbles,
also on the background, i.e., the tube. This phenome
gives rise to noise. See Fig. 1(a).

(3) There are some shadows accompanied the larger
bles or the flowing smaller ones. The shadows
sometimes similar to bubbles in both gray value and
ture. This makes the identification very difficult.
Elsevier SAS. All rights reserved.
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(a) (b)

Fig. 1. Two kinds of image sequence: (a) there are some strong reflections on the bubbles and on the tube. The upper and lower part of the im
lower contrast; (b) the reflections are principal on bubble surfaces, however, there are strong shadows under the bubbles since the light source is frm the upper
position. The experimental conditions of these two image sequences are described in Section 1.
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(4) Some bubbles are in a low-contrast area. This phen
enon happens on the top or the bottom of the t
because of less illumination due to the curvature of
tube.

All of the above possibilities make bubbles quite differe
in geometry and in appearance and difficult to be ide
fied. Noticeably, bubbles are inhomogeneous in gray val
Therefore, segmentation methods based on the histogra
not suitable in this application.

In this study, we treat experiments which are made un
an intermediate pressure and at low heat flux. Under
condition, bubbles are mostly circular especially the sma
ones. Consequently, the circular model can be applie
estimate the shape of the bubbles. The advantages of
a circular model are: (1) Since there are some unpredict
reflections on the surface of bubbles and on the tube, s
boundary information are lost. See Fig. 1(a). Moreover,
reflection might move while the bubble is moving upwar
This means that boundary surrounding information migh
changed or lost in different time instances. Therefore,
tolerance of error becomes important in tracking bubb
The circular model provides us the ability to tolerate su
unavoidable errors. (2) Another error appears when
bubble to be tracked is covered by another flowing bub
In this situation, part or even the whole bubble informatio
lost. With the help of a circular model, the boundary can
reconstructed based on the proposed method and a cir
model. In this paper, we propose a method that can
with the optical problems under the prerequisite of a circu
model. The details of the system are described in Sectio
e

g

r

2. System architecture

For the intention to deal with all the optic problems, so
prior knowledge is apparently necessary. Since our go
to identify the bubble contour accurately, the surround
boundary information is very important. The system ne
a manually selected contour as initialisation. A bubble
nucleation site is selected via a GUI (graphic user interfa
[5] by giving at least 3 points on the bubble contour. A le
square error minimization process is used to get the opt
circular shape [6]. Since the intensities around the bu
contour are changing in different images, the initial cont
is used only once in detecting the bubble in the next ima
In detecting bubbles in subsequent images, their prev
results are applied.

Once the system obtains the primitive contour, it assu
that the bubble is growing. The volume of the bubble sho
not decrease. The local information surrounding the con
is the only information that the system has. It is nota
that the single gradient information is not suitable for t
application. This is due to several reasons:

(1) there are many strong reflections near the inner or o
contour of the bubble in some image sequences;

(2) the bubble might have no reflection in the beginni
after some formation, the reflection appears;

(3) there are sometimes strong shadows accompanyin
bubble.

All of these possibilities influence the use of gradie
values and cause ambiguities in identifying the cont
To maintain the local information around the contour
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t circle
Fig. 2. An example of the 16 radial lines on the contour and their corresponding component arrays. The left circle is a bubble boundary. The righis a
part from the bubble boundary. The radial scans are composed by the component arrays which contain the local boundary information.
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nontrivial. Our solution is using a cost function which is
combination of the gradient direction, a comparison betw
two vectors, and some weighting factors to determine
optimal position where the contour is.

For a bubbleB , let (xm, ym) denote the geometri
middle point of the primitive contourKP = {(xk, yk) | k =
1,2, . . . , n} in image Ii−1. 16 or 32 points fromKP are
selected which should be equally distributed on the cont
The reduction is a sampling on the contour in order
reduce the computation time. The selected number of po
depends on the contour length. If the length is larger,
points are applied. These points will replace the wh
contour points to represent a bubble. Gray level pixels un
a radial line which crosses a selected point compose a
array, which we name component array. See Fig. 2.

The tracking process is divided into two steps: the de
mination of bubble movement and the contour identificat
The reasons for determining bubble motions are:

(1) If there are some turbulences resulting from ot
flowing bubbles, the growing bubble will vibrate.

(2) Some bubbles reveal a helix type movement.

Via this process, the system can detect the position
the bubble roughly. Afterwards, the contour identificat
follows.

2.1. Determination of bubble motion

In order to determine the motion of a bubble, a comp
son between the identified bubble in the previous imageIi−1
and a searching region in the current imageIi is applied. We
implement it by calculating the gray level difference. Sin
part of the bubble changes in gray level during the bub
formation, it is intuitive to give an error tolerance to de
with this situation. A function is defined, i.e.,

F(�x,�y)=
∑

∀(xc,yc)∈Ωi−1

fxc,yc (�x,�y)

(�x,�y) ∈ S (1)
where

fxc,yc (�x,�y)=
{

1 if
∣∣gi(xc +�x,yc +�y)

− gi−1(xc, yc)
∣∣ � T

0 otherwise.

�x and�y are translations inx and y direction, respec
tively. S denotes the searching region on imageIi . gi(x, y)
is the gray level at position(x, y) on imageIi . (xc, yc) ∈
Ωi−1 represent the coordinates of all points in the bub
in imageIi−1. T = 4 is a threshold. The translations sea
the possible region where the bubble might be. One va
F(�x,�y), is obtained for each translation(�x,�y). The
bubble middle point(x ′

m,y
′
m) in imageIi can be determine

whenF reaches its maximum. In this study, the search
region is limited to a few pixels, i.e.,−6 � �x � 6 and
−2 � �y � 6. The lower bound for�y is less since the
bubble do not move downwards except the helix type m
tion. After the motion determination, the previous bubble
placed on current imageIi with the new middle point.

2.2. Contour identification

Let the component arrays denote as{wj | j = 1,2, . . . , n},
wheren is the number of radial lines which is either 16 or 3
They contain the local information around the bubble c
tour. Due to the fact that there are possible gradient cha
on the contour, a feature which represents the gradient in
mation is defined:

ej =
h∑

k=h−1

wj(k)−
h+2∑
k=h+1

wj (k) (2)

where wj (h) is the corresponding contour point in th
component arraywj . Here we consider the gradient chan
only along the direction of the radial line. Therefore, a c
function can be defined:

Cj,i = 1 |wj,i−1 −wj,i |2 − ej,iej,i−1Wg (3)

N
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whereWg is a scalar that can be chosen by the user ac
as a weighting factor. A translation on each radial line
applied:

Ck,j,i = 1

N
|wj,i−1 −wk,j,i |2 − ej,i−1ek,j,iWg (4)

where−1 � k � R is an index of translation along radi
line j . k = 0 indicates the corresponding contour posit
on imageIi−1. R is either 3 or 6 pixels that can be chos
by the user. If there are more heat flux or less pressure
bubble grows quicker and the larger search region is app
An optimal solution is found if,Ch,j,i = min(Ck,j,i ) for
−1 � k �R.

The corresponding positionh is a candidate on the radi
line j . The whole candidates of the radial lines are u
to form a bubble contour based on the circular model.
first item on the right-hand side of Eq. (4) plays a role a
comparison of two component arrays, which should rev
the movement of the boundary point and identifies the n
contour position. However, according to our experienc
this is not enough since the gray level around the con
might be changed. To commute the insufficiency, featue
is added. This feature captures the gradient if any. If th
is a large gradient on the boundary, featuree dominates
the cost value. On the contrary, it reduces its effect or e
vanishes and lets the other feature be dominant. Moreo
if the gradient directions are different betweenej,i−1 and
ej,i , the cost value is increased and the possibility to
a candidate is decreased. The advantage of this meth
that it uses an adaptive comparison method instead o
traditional correlation.

2.3. Overlap detection

The overlap or occlusion of bubbles causes proble
in motion determination and contour identification. Spe
ically, it is difficult to track the bubble if it is overlappe
or covered by the other flowing bubble and meanwhil
is growing. This situation happens often if there is mu
heat flux from the tube. Therefore, it is necessary to de
whether there is such a situation. Fig. 3 are sub-images
original images. From (a) to (d) are sequential images wh
demonstrate that the bubble to be tracked (in the mid
,

s

is overlapped by another large flowing bubble (on the rig
hand side). Firstly, the image where the bubble appears a
should be determined, then, the estimations of bubble
tours during the occlusions can be interpolated.

Regarding the detection whether there is overlap or t
occlusion, an intuitive method is comparison. If a bubble
overlapped by another one, the gray values in the overla
part are changed. The gray level change larger than±4 is
accumulated and its number is denoted asNc . It is assumed
to be overlapped if the ratioNc/N � 0.4, whereN is the
total pixel number of the bubble. Once the system det
the overlap, it cannot use processes in Sections 2.1
2.2. Instead, a scheme is proposed to recognize the im
where the bubble appears again. Intuitively, the compar
between the known bubble and the tested image ca
applied. Unfortunately, the bubble might grow while it
overlapped. Therefore, the method in Section 2.1 can
be applied. Our strategy is to compare the bubbles no
the spatial domain but in the frequency domain. Fig. 4
illustrates two signals with different sampling rates, i.e.,

yi = sin

(
2πf1

t

Ti

)
+ cos

(
2πf2

t

Ti

)
for i = 1,2 (5)

wheref1 = 5, f2 = 3, T1 = 100, andT2 = 125. The signa
with a larger sampling rate simulates the growth of a bub
Fig. 4(b) are the DFT (Discrete Fourier Transforms)
the corresponding signals. Notably, the frequency resp
is symmetric atf = 50 for y1 and atf = 63 for y2 in
Fig. 4(b). The amplitudes atf = 3, f = 5 of y1 indicate
the frequencies of the signal. Since signals are sam
frequency, there are also amplitudes atf = 3 andf = 5
of y2. If we compare these two signals in the frequen
domain by each element, there is nearly no differen
Fig. 4(c) illustrates the difference of two signals of leng
100. This example demonstrates how we compare
bubbles in two images if the bubble grows. In addition,
brightness of the bubble might change if the bubble mo
In such a situation, the difference appears only atf = 0 in
the frequency domain indicating the shift of the signal
y-axis in the spatial domain. Fig. 5 illustrates this occas
In summary, the cost function we used is:
in Fig. 1(b)
(a) (b) (c) (d)

Fig. 3. A larger bubble (right) flows over the bubble to be tracked (in the middle). These images are sub-images from the image sequence shown.
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Fig. 4. (a) Two synthetic signals with the same frequency but diffe
sampling rate. (See Eq. (5).) These two signals simulate the different le
of the profile extracted from the bubbles of different radii.y1 is denoted by
the solid line; andy2 by the dashed line. (b) The real part of the DFT
the signalsy1 andy2, they are superimposed. (c) The imaginary part of
DFT of these two signals, they are superimposed. (d) The difference of
frequency responses. There is no difference between index 0 and 50.

S(i +�i)

= min
�x,�y∈Ω
0��r�4

2∑
h=1

[(
Real

(
H

(
gh(x +�x,y +�y,

r +�r, i +�i)
))

− Real
(
H

(
gh(x, y, r, i)

)))2

+
(
Imag

(
H

(
gh(x +�x,y +�y,

r +�r, i +�i)
))

− Imag
(
H

(
gh(x, y, r, i)

)))2]
(6)

wheregh is the feature vector extracted from the bubble
fined below. Real(H (gh)) and Imag(H (gh)) are the rea
and imaginary part of the DFT ofgh, respectively.x, y
are indices of thex and y-coordinate;r is the radius of
the bubble.i is the image index indicating the image nu
ber without overlap.i + �i ∈ N indicate image number
with occlusion. The system searches the bubble in a l
region defined by the translations�x, �y with different
radii r + �r. It compares feature vectors in the local
gion of the test imagei +�i with the known feature vecto
H (gh(x, y, r, i)). The length of the feature vectorH (gh(•))
depends on the radius,r+�r, of the bubble. Here we defin
the feature vector:

g1(x, y, r +�r)

= 1

2(r +�r + η)+ 1

{
f (x + k, y)− f (x + k − 1, y) |
−r −�r − η� k � r +�r + η,

k ∈Z}
Fig. 5. (a) Two synthetic signals are same in frequency but differen
amplitude. These signals simulate the profiles extracted from two diffe
bubbles with different intensities. (b) The real part of the DFT of these
signals. They are plotted superimposed. (c) The imaginary part of the
of these two signals, plotted superimposed. (d) The difference betwee
two signal in frequency domain.

g2(x, y, r +�r)

= 1

2(r +�r + η)+ 1

{
f (x, y + k)− f (x, y + k − 1) |
−r −�r − η� k � r +�r + η,

k ∈ Z}
where�r � 0 is the prediction of growth of the bubb
η = r

3. f (x, y) is the gray level at coordinate(x, y). (x, y)
is the middle point of the bubble.g1 andg2 are actually the
gradient of the 1D sampled profile on the bubble. The rea
that we use the gradient of the profile instead of the p
file as a feature because it can better characterize the b
information. We take only two samples of two different d
rections because of the reduction of computation time. Ba
on some experiments, we found they are sufficient to re
sent the whole bubble.

The subtraction in Eq. (6) is carried out by the eleme
subtraction of the two vectors,H (gh(•)). Since the length
of the feature vectorsgh might also be different, the lengt
of H (gh(•)) might be different. We choose elements in
certain range. For instance, if the length of the known fea
vector gh is 100, then the length ofH known(gh) is also
100. We choose the elements between index 1 and 50
H known(gh) and compare it to the test vectorH test(gh) with
the same element range. Noticeably, the length ofH test(gh)

is equal to or larger than that ofH known(gh). The difference
of the two vectors are calculated, for every translation
different radius. One minimum cost value will be obtain
for each image. The cost values are very high in
overlapping area and very low if the bubble appears ag
Via this scheme, we can detect the position and the ra
of the bubble which appears again after overlap or occlu
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by choosing the image which has the minimum cost va
defined in Eq. (6). The estimation of radius is:

r ′ = (r +�r + η)
r

r + η
(7)

where�r is determined by choosing the minimumS value.
3. Results

Fig. 6 illustrates an example of an overlap. The bubbl
be tracked is in the middle of the sub-images which is
and attached on the wall of the heated tube. A flowing bub
overlaps this bubble partially while it is passing throu
which is a
Fig. 6. An overlap example. From (a) to (h) are sub-images of a sequential image sequence shown in Fig. 1(b).

Fig. 7. An example of occlusion. From (c) to (h) are the linear interpolations between (a) and (i). They are sub-images from an image sequence
middle view on the same tube and with the same conditions to Fig. 1(b).
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If there is no overlap, the radial scans are used to iden
the boundary of the bubble. In this illustration, it is (a)
(b). The candidates of each radial scan are used to fo
circle. The circles are the boundaries of the bubbles den
as light lines which are superimposed on the sub-ima
In Fig. 6(c), the system detects the overlap. The schem
Section 2.3 is applied and Fig. 6(g) is determined where
bubble appears again. The boundaries of (c) and (f) are li
interpolations of (b) and (g).

Fig. 7 demonstrates an example of occlusion. In
illustration, the overlaps happen from (c) to (h). The sys
detects the overlap in (c) and uses (a) as the kn
information. We use (a) as a prior knowledge instead
(b) due to the consideration of robustness. This is bec

Fig. 8. A cost value plot of the searching process in the overlap dete
in Section 2.3. The abscissa indicates the image index with respect
images in Fig. 7, where index 1 indicates (c), index 2 indicates (d) an
on.
r

sometimes the bubble may have different illumination bef
it is covered. Via the proposed scheme, it detects (i
which the bubble appears again. The contours from
and (h) are linear interpolations of the contours (b) a
(i). Noticeably, the bubble to be tracked grows meanw
when it is covered. Fig. 8 is a cost value plot. The absc
indicates the images index and the ordinate is the minim
value calculated by Eq. (6) of each image. The value
Fig. 8 are the corresponding result in Fig. 7. The first va
indicates image Fig. 7(c) and the seventh value indic
Fig. 7(i) where a global minimum is found.

Fig. 9 is another example of occlusion. Two bubb
are flowing upwards and cover the bubble to be dete
completely. This result illustrates that the system is abl
detect the occlusion and to track bubbles fully automatic
even if the bubbles are in a poor illuminated area. All
these illustrations demonstrate the ability of the propo
scheme in dealing with the overlapping/occlusion prob
in tracking bubbles.

Some of our image sequences have strong reflec
on bubble surfaces and on the tube. The tracking res
regarding the image sequence from Fig. 1(a) are give
Fig. 10. There are strong reflections on the bubble sur
and on the tube. Some boundary information is lost.
situation is even worse that the places of reflection
varied. Based on the help of a circular model, the sys
can tolerate some unavoidable errors and identify the co
boundary of the bubble and track bubbles automatically.

4. Discussion

The aim of this paper is to solve the optical proble
mentioned in the introduction. These problems arise fr
n Fig
Fig. 9. Another example of occlusion. From (b) to (g) are the linear interpolations between (a) and (h). They are sub-images from the sequence show. 1(b).
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the tube.

iddle p
Fig. 10. The system tracks the bubbles in an image sequence illustrated in Fig. 1(a). There are strong reflections on the bubble surfaces and onThe
experimental conditions are the same to Fig. 1(a).

(a) (b) (c)

Fig. 11. (a) is the bubble before overlap and (b), (c) are bubbles in overlapping. The system uses the prior information of (a) and identifies the moint
and radius of the bubble in overlapping with different features (details in Section 4). The experimental conditions are the same to Fig. 1(b).
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the reflections on the surfaces of bubbles and on the tu
Moreover, since the illumination of the image is inhom
geneous, the gray level distribution on the bubble surfa
might change depending on their positions. Furthermore
bubble might be in a poor-illuminated area resulting fr
the curvature of the heated tube. It is nontrivial to han
the bubble contour exactly. Specifically, the possibility
overlap or occlusion makes the tracking more difficult. T
illustrated examples demonstrate the ability in recogniz
overlapping situations and further in identifying the bub
contour even if the bubble grows during the overlaps.

The reasons that we use the gradient of profiles instea
profiles as features are:
.

f

(1) the frequency analysis using the DFT loses the sp
information. Using the gradient can compensate so
loss of spatial information;

(2) the problem caused by the brightness shifts can be e
avoided.

According to our experiences, if the profiles are appli
some false identifications might happen. Fig. 11(a) is a b
ble before the occlusion and is used as prior informa
as illustrated in Fig. 7(a). Fig. 11(b) and (c) are results
identifications by a gray level profile and gradient of the p
file, respectively. The ‘+’ denote the bubble middle point
The other four points surrounding the middle point repres
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the contour of the bubble. From the result, it is obvious t
Fig. 11(c) is better than Fig. 11(b). There are still some o
observations which reveal that the feature of the gradien
the gray level profile is better than the gray level profile
they are not shown here.

5. Conclusion

We propose a scheme to track bubbles in image seque
automatically, based on a manual selection as a prim
contour and under the assumption of a circular model.
system can track bubbles under difficult illumination con
tions. Compared to our formal study [3], it has the abi
to recognize the overlapping/occlusion situations and
identify bubbles when they reappear. During the overlap,
bubble might grow or move to another different illuminati
area. Based on the proposed scheme and a circular m
the bubble contour can be identified and reconstructed.
ditional parameters after bubble tracking such as bu
diameter and bubble speed can be derived; they are e
cially important in exploring the heat transfer mechanism
a boiling system.

The future work is to explore how to identify th
nucleation sites of vapor bubbles automatically. If
nucleation sites of an image sequence are known,
could offer the initial contours automatically which are giv
manually in this study.
s
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